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ABSTRACT 
 

In the context of Malaysia's agricultural sector, the development of a robust vegetable price 
forecasting model holds paramount importance. The pricing dynamics of vegetables can 
significantly affect various stakeholders, including farmers, distributors, and consumers. The 
agricultural sector in Malaysia encounters persistent challenges such as supply-demand 
imbalances, seasonal variations, and market uncertainties, which can lead to income 
disparities for farmers and disruption in supply chains. Addressing these issues requires 
accurate and timely predictions of vegetable prices to enhance planning, resource 
allocation, and decision-making. This study introduces an innovative SARIMA-DWT-GANN 
hybrid model for vegetable price forecasting. By fusing the strengths of traditional time 
series modeling with the capabilities of neural networks, the proposed model offers a 
comprehensive solution to capture both linear and non-linear price patterns. The results 
demonstrate the superiority of the SARIMA-DWT-GANN model over the individual SARIMA 
model, as evident from correlation coefficients that closely approach unity and p-values 
confirming statistical significance. The model's ability to predict price changes has 
significant implications for making informed decisions throughout the agricultural supply 
chain. This research provides a robust forecasting tool that not only enhances market 
efficiency and profitability but also offers a promising solution to address the challenges in 
Malaysia's agricultural sector. 
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1. INTRODUCTION 
 

The agriculture sector in Malaysia, predominantly centered around oil palm cultivation, faces 
multifaceted challenges. These challenges include the underemphasized broader agricultural 
domain, limited digitalization, an aging farming population, shifting consumer preferences, and 
vulnerabilities exposed by the COVID-19 pandemic, such as the disposal of vegetables due to 
supply chain disruptions [1], [2]. These issues highlight the need for innovative solutions to 
revitalize the sector. 

 
Addressing these challenges, this research focuses on enhancing vegetable price 

forecasting accuracy. The proposed approach combines the power of Seasonal Autoregressive 
Integrated Moving Average (SARIMA) with the Discrete Wavelet Transform (DWT) and a Genetic 
Algorithm-based Neural Network (GANN). This hybrid methodology aims to overcome the 
limitations of SARIMA's linear forecasting by capturing complex non-linear components in price 
time series data. 
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The importance of a vegetable price forecasting model in addressing agriculture-related 
problems is underscored. Such a model empowers stakeholders with insights for proactive 
planning, efficient resource allocation, and informed decision-making. SARIMA, a popular 
forecasting model, is highlighted for its ability to handle seasonal patterns but criticized for its 
limitation in addressing non-linear relationships [3]. 

 
To address these shortcomings, the research integrates DWT and GANN. The DWT dissects 

time series data into frequency components, revealing intricate patterns, while GANN optimizes 
neural network parameters using genetic algorithms for improved non-linear forecasting. The 
hybrid approach promises a comprehensive solution, enhancing accuracy and resilience in the 
agricultural sector. 

 
Subsequent sections delve into the literature review, methodology, and results of the 

SARIMA-DWT-GANN approach. The research strives to contribute to the modernization of 
Malaysia's agriculture sector by embracing technology and innovation. 

 

2. LITERATURE REVIEW 
 

The literature review delves into a collection of studies focusing on agricultural price forecasting 
methods, specifically with an emphasis on vegetable prices. Researchers have employed various 
techniques to analyze and predict price behavior, aiming to assist stakeholders in making 
informed decisions. 

 
Hernández, Puente, & Gómez (2019) used SARIMA for apple price behavior, achieving a 2% 

relative prediction error [4]. Mutwiri (2019) analyzed tomato prices in Kenya with SARIMA, 
finding it optimal for Nairobi County [5]. Vibas & Raqueño (2019) explored fruit and vegetable 
prices with ARIMA, SARIMA, and ANIMAX models [6]. Rathnayake, Razmy, & Alibuhtto (2019) 
used ARIMA and SARIMA for green chili and tomato price analysis [7]. Reddy (2018) proposed 
SARIMA for tomato price forecasting during harvest, revealing limitations [8]. 

 
Comparing forecasting methods, the review highlights the strengths and limitations of 

SARIMA, linear regression (LR), ARIMA, and exponential smoothing. While LR offers simplicity, it 
struggles with complex agricultural dynamics [9]–[11]. ARIMA excels in various economic 
predictions but faces challenges with agricultural seasonality [12]–[16]. Exponential smoothing 
captures trends and seasonality but falls short in intricate patterns [17]–[21]. SARIMA stands out 
due to its ability to handle seasonality and trends. 

 
Studies showcase the potential of data mining techniques and neural networks, like back- 

propagation neural networks (BPNN), for accurate price predictions. Combining these 
approaches with SARIMA emerges as a solution to address both linear and non-linear aspects of 
time series data. Additionally, studies highlight the effectiveness of combining genetic algorithms 
(GA) with neural networks in various fields [22], [23]. The combination approach amplifies 
prediction accuracy by navigating complex solution spaces. 

 
Combination forecasting methods gain traction, bridging mathematics, econometrics, and 

computer science for economic forecasting. The forecast of vegetable prices is crucial for both 
farmers and citizens. Incorporating combination methods, various research introduces 
innovative hybrid approaches. For instance, combining discrete wavelet transform (DWT) and 
artificial neural networks (ANN) enhances load forecasting accuracy [24]. Combining ARIMA with 
neural networks yields improved predictive accuracy [25]–[27]. Fusion of time series 
decomposition-based models and machine learning models enhances financial time series 
forecasting. 
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These studies collectively underscore the value of SARIMA, combination forecasting 
methods, and the potential of hybrid approaches to advance accurate vegetable price forecasting, 
addressing both linear and non-linear complexities in the agricultural context. 

 

3. METHODOLOGY 
 

The implementation of the proposed hybrid model for forecasting vegetable prices was 
accomplished by coding in Python within the Spyder development environment. Figure 1 visually 
depicts the hybrid forecasting methodology, illustrating the integration of SARIMA, DWT, and 
GANN models. This graphic outlines the roadmap for the methodology, integrated with its 
practical implementation. It captures the essence of the methodology, showcasing the synergy 
among techniques to enhance price forecasts in agriculture. 

 
The methodology begins with the input data, which is the monthly vegetable price data 

from 2010 to 2021 provided by the Federal Agricultural Marketing Authority (FAMA) Malaysia. 
Next step followed with data preparation and preprocessing, where the vegetable price data is 
transformed into time series, inspected, and split into training and test sets. The hybrid 
forecasting method involves three main procedures: SARIMA modeling, DWT, and GANN. A 
SARIMA model is constructed for linear forecasting from 2019 to 2021, its steps involve 
identifying, estimating, diagnosing, and linear forecasting. The SARIMA model's residuals are then 
decomposed using DWT into sub-frequencies, which are input to the GANN model for non-linear 
forecasting. The GANN output, representing non-linear components, is reconstructed using 
inverse DWT. The final forecast is obtained by combining the linear forecast from SARIMA with 
the non-linear forecast from GANN. 

 

Figure 1 Block Diagram of the Proposed SARIMA-DWT-GANN Model 

The forthcoming subsections will comprehensively delve into the intricate intricacies of 
executing the hybrid model. These sections will meticulously unfold each step, elucidating the 
sequence of operations involved in amalgamating the strengths of SARIMA, DWT, and GANN 
models. 

 
3.1 Data Collection 

 

The data collection process commenced with engagement efforts at the Malaysian Agricultural 
Research and Development Institute (MARDI) Sintok, where a proposal presentation was 
conducted in pursuit of a pertinent vegetable price dataset. However, MARDI's focus on research 
activities rendered them unable to provide the dataset. 
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Consequently, attention shifted to the Federal Agricultural Marketing Authority (FAMA) 
Kedah, resulting in a collaborative effort that led to the acquisition of a five-year dataset spanning 
2015 to 2019. Despite its hard copy format, the dataset was transcribed into Excel. Yet, its 
limitations of only 60 observations became evident for forecasting. 

 
Acknowledging the need for a more substantial dataset, the endeavor progressed to FAMA 

headquarters. Persistence paid off, securing access to a comprehensive dataset spanning 2010 to 
2021 in .xlsx format. This acquisition proved transformative, providing a larger and contextually 
relevant dataset that invigorated subsequent analytical pursuits. 

 
3.2 Data Preparation and Preprocessing 

 

The process of preparing and pre-processing the data started by converting the monthly 
vegetable price data provided by FAMA Malaysia from .xlsx to .csv format. After importing the 
data into Python, a quick check for missing values and attributes was done using the pandas 
library. Some data was found to be incomplete for certain vegetable types between 2018 and 
2021. 

 

The galangal (lengkuas) with complete data set is chosen to ensure reliability. The time 
format was adjusted from integers to a time series format to enable time-based analysis. This data 
was then plotted using matplotlib to visualize price trends and check if the data showed any 
patterns. The dataset covered 144 observations spanning 12 years, which were divided into a 
training set of 108 observations and a test set of 36 observations for SARIMA modeling. 

 
3.3 Seasonal Autoregressive Integrated Moving Average (SARIMA) Modeling 

 

The SARIMA model involves several steps to predict future outcomes using time series data. It 
begins with identifying SARIMA parameters (p, d, q, P, D, Q, m) as shown in Figure 2 and estimating 
them. Then, the model's adequacy is checked through diagnosis. Next, the model is utilized for 
forecasting, which involves converting non-stationary data to stationary, testing stationarity, and 
potentially applying differencing. 

 
 

Figure 2 Notation of SARIMA Model 

ACF (Autocorrelation Function) and PACF (Partial Autocorrelation Function) plots help 
determine component orders while grid search is used for parameter optimization with the 
model evaluation relying on AIC (Akaike Information Criterion) values. Once the SARIMA model 
is selected, it is fitted with training data and diagnosed. The diagnostic plots assess the residuals 
of the best-fitted SARIMA model. The chosen SARIMA model is then used for forecasting future 
outcomes in the test set linearly. This forecasting process ensures accurate predictions for further 
analysis. 
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3.4 Discrete Wavelet Transform (DWT) 
 

The Discrete Wavelet Transform (DWT) decomposes SARIMA residual errors into high and low- 
frequency components, which are “details” and “approximation” coefficients, using the “Haar” 
wavelet filter. The choice of decomposition level, influenced by data size, balances information 
extraction and data integrity. A decomposition level of 2 is selected to retain insight without 
excessive smoothing. 

 
Components like A2, D1, and D2 are obtained for level 2 using wavedec(), then fed into a 

neural network with a genetic algorithm for robust forecasting, effectively integrating wavelet- 
transformed SARIMA residuals into the process. 

 
3.5 Genetic Algorithm based Neural Network (GANN) Modeling 

 

The steps of operation of the modified GANN for this research are illustrated in Figure 3 starting 
with the initialization of the population, construction of recurrent neural network (RNN), fitness 
evaluation, selection, crossover, mutation, replacement, and stopping criterion. 

 

Figure 3 Genetic Algorithm based Neural Network (GANN) Model 

The steps of operation for the GANN model as illustrated in Figure 3 in this research, can be 
summarized as follows: 

1. Start: Begin with initializing a population of potential solutions and set it to 20, where 
each solution is represented by weight and bias matrices for a neural network. 

2. Build RNN: Create a neural network with a recurrent structure (RNN). This RNN 
considers a certain number of previous data points to capture patterns in the time series 
data. 

3. Evaluate Fitness: Measure the fitness of each solution by comparing RNN predictions to 
actual data. A lower mean squared error (MSE) indicates better fitness. 

4. Select Parents: Use a roulette wheel method to pick individuals from the population as 
potential parents for creating new solutions. 

5. Combine Parents: Combine pairs of parents using arithmetic crossover, creating new 
offspring with combined genetic information. 

6. Introduce Variation: Apply mutation to a couple of the offspring, adding a touch of 
randomness to explore new solutions. 

7. Create a Mating Pool: Combine offspring and parents to form a mating pool for the next 
generation. 

8. Stop if Overfitting: If the validation error increases for three consecutive generations, 
stop to prevent overfitting. 

9. Best Model: Select the best-performing model from the generation with the lowest 
validation error. 

10. Non-linear forecast with Test Data: Do non-linear forecasting for the test set 
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3.6 Inverse Discrete Wavelet Transform (IDWT) 
 

The forecasted detail (D1, D2) coefficients from the GANN model are combined with the forecasted 
approximation (A2) coefficients to reconstruct the forecasted time series using the IDWT. The 
details add back the high-frequency variations, while the approximation restores the overall 
trend. The IDWT process yields a reconstructed time series that represents the non-linear 
forecast of the original data. This final forecast integrates the predictions for both high-frequency 
variations and overall trends, providing a comprehensive view of the future behavior of the time 
series. 

 
3.7 SARIMA-GANN Model 

 

By adding the linear forecast from SARIMA to the non-linear forecast from the GANN model, its 
output is the final forecast of the vegetable price time series. After that, the matplotlib library is 
then used to plot the actual and forecasted vegetable prices from the test set, visually evaluating 
the model's performance. The next step involves using accuracy metrics and statistical tests for a 
thorough performance evaluation of the hybrid model. 

 
3.8 Performance Evaluation 

 

In the evaluation phase, the hybrid SARIMA-GANN model is assessed using accuracy measures 
like MAE, MAPE, RMSE, and the Pearson correlation coefficient (r). Its performance is compared to 
the SARIMA individual model. The goal is to see how well the hybrid model improves forecasting 
accuracy compared to the baseline SARIMA, considering seasonality. 

 
The evaluation involves formulas for metrics like r, MAE, MAPE, and RMSE, which help 

gauge the accuracy of the forecasts as follows: 
 

𝑟 =  
∑ (𝑦𝑖−𝑦̅)𝑛

𝑖=1 (𝑦𝑖̂−𝑦̅̂)

√∑ (𝑦𝑖−𝑦̅)2𝑛
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                                                                                                                                 (1) 
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The 𝑛 denotes the number of observations to be forecasted, the 𝑦̅ signifies the mean of the 

actual values (𝑦𝑖), and the 𝑦̂̅ indicates the mean of the predicted values (𝑦̂𝑖). To determine if one 
model significantly outperforms another, the Diebold-Mariano (DM) test is used. The DM test 
hypothesis assesses whether one forecasting model significantly outperforms another in terms 
of accuracy. 

 

4. RESULTS 
 

The results analysis tabulated in Table 1 reveals that the SARIMA-DWT-GANN hybrid model 
exhibited the highest correlation coefficients compared to the individual SARIMA model, 
indicating a strong linear relationship between predicted and observed values. Scatterplots 
demonstrated a robust positive linear relationship between actual and predicted values for the 
galangal (lengkuas) price using SARIMA and SARIMA-GANN models, with respective correlation 
coefficients of 0.93 and 0.97 as illustrated in Figure 4. 

 
The proposed SARIMA-DWT-GANN model showcased superior performance in terms of 

Mean Absolute Percentage Error (MAPE), achieving a low MAPE of 1.9632% for galangal 
(lengkuas) tabulated in Table 1, implying a high forecasting accuracy of 98.04%. Additionally, 
both Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) metrics yielded small 
values close to zero, reflecting the proposed model's effective forecasting performance. 

 
Table 1 Accuracy Metrics of Galangal (Lengkuas) using SARIMA and SARIMA-DWT-GANN 

 

Accuracy Metrics SARIMA SARIMA-DWT-GANN 

Pearson Correlation Coefficients r (p-value) 0.9293 (2.8230E-16) 0.9708 (1.1573E-22) 

MAE 0.2219 0.1368 

MAPE 3.1496 1.9632 

RMSE 0.2669 0.175 

 

Figure 4 Pearson Correlation Coefficients of Galangal (Lengkuas) using SARIMA and SARIMA- 
DWT-GANN 

Statistically significant p-values (below 0.05) which were recorded as 0.0049 and a 
negative Diebold-Mariano (DM) test statistic of -2.8105 for galangal (lengkuas) further validated 
the superiority of the SARIMA-DWT-GANN model in comparison to the SARIMA. The hybrid 
approach leveraged the SARIMA model's linear forecasting and the DWT-GANN model's non- 
linear forecasting to achieve accurate and comprehensive forecasts, as evidenced by the final 
forecast plot and trend alignment in Figure 5. 
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Figure 5 Forecasted Galangal (Lengkuas) using SARIMA and SARIMA-DWT-GANN 

 

 
5. CONCLUSION 

 

In conclusion, the study introduced a new SARIMA-DWT-GANN hybrid approach for forecasting 
vegetable prices. The results showcased that this hybrid model performed remarkably better 
compared to standalone SARIMA model. The SARIMA-DWT-GANN model demonstrated a strong 
ability to capture both linear and non-linear relationships, leading to higher correlation 
coefficients and lower forecasting errors. Notably, it excelled in forecasting the galangal 
(lengkuas) price with an accuracy of 98.04%. The model's hybrid nature was its strength, as it 
effectively combined the strengths of SARIMA's linear forecasting and GANN's non-linear 
prediction. This research underscores the potential of the SARIMA-GANN approach in accurate 
time series forecasting across various domains. 
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