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ABSTRACT 

In this paper, we proposed and analysed a family of iterative methods for solving nonlinear 
problems. The methods have been developed by applying Adomian decomposition method to 
Taylor’s series expansion. Using one-way ANOVA, the methods are compared with other existing 
methods in terms of number of iterations and solution to convergence between the individual 
methods used. Numerical examples are used in the comparison to justify the efficiency of the new 
iterative methods. 
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1 INTRODUCTION 

Finding the roots of higher order algebraic polynomials, exponential or transcendental equations, 
has always been an interesting problem in physics, solid mechanics, astrophysics, mathematics, 
engineering and other disciplines. Appropriate and convenient mathematical models have been 
developed and used to find the approximate solutions of these nonlinear problems. This is because 
analytic solutions for such problems are not always readily available. In practice, one can give 
approximate solutions that are close to the analytic solutions. Newton’s method (popularly known 
as Newton-Raphson method) and its variants are popular methods used for solving such problems. 
The Newton method approximates the root of an equation in one variable, using the value of the 
function and its derivatives, in an iterative way. The Newton’s method approximately doubles the 
number of significant digits at every iteration carried out. Recently, different authors have developed 
new and better iterative methods with faster rates of convergence for solving nonlinear equations. 
Some of these methods were developed by applying Adomian decomposition method [1], which 
decomposes any given nonlinear equation into solutions given in a series form. The series is obtained 
in a recursive manner from polynomials known as the Adomian polynomials. [2] developed a 
decomposition technique used to obtain solutions of nonlinear functional equations. This 
decomposition method was used by [3] to propose a three step iterative method with third order 
rate of convergence for solving nonlinear equations. [4] presented a three-step iterative method with 
remarkable improvement over that method developed by [3]. The homotopy perturbation method 
(HPM) was developed by [5], for solving nonlinear systems. [6], combined the HPM with homotopy 
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analysis method to develop and analyse a class of iterative methods for solving nonlinear equations. 
Convergence of the method is of order four and several numerical examples were given by the 
authors to illustrate the efficiency and performance of these methods. [7] presented an iterative 
method based on both Adomian decomposition method and considering the Taylor’s series 

expansion. The particular expressions of the method for a function ( )f x   is given as  
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[8] developed a new iterative method, based on Adomian decomposition method and considering the 
Taylor’s series expansion and rewriting the nonlinear equation as a coupled system of equations. The 
method which is a two-step iterative method can also be considered as predictor-corrector type 
method. Several numerical examples were given to illustrate the efficiency and performance of the 
method. The expression of the method is given as  
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 [9] presented an iterative method whose convergence rate was proved to be of order three. The 
iterative scheme is as follows: 
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[10] developed two third-order iterative methods based on Adomian decomposition method and 

Taylor’s series expansion with the assumption that
( )

( )
1

f x

f x





.  One of the methods performed better 

than the other one and the essential expression used in that method is,  
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In this paper, we have developed a family of new iterative methods for solving nonlinear equations 
without second derivative. Having second or higher order derivative in an iterative method is a 
drawback, because evaluating second derivative at each step is cumbersome. This is particularly true 
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for those methods that are derived using higher order of Taylor’s series. We have analysed three 
members of the family where two of them are of third-order rate of convergence and the third one is 
of fourth order. The methods are derived by considering the Taylor’s series expansion around x  of 
higher order, then applying Adomian decomposition method. The performance of the new iterative 
methods are analysed in terms of number of iterations in comparison with other existing schemes. 
The schemes used in the comparison include Newton-Raphson method (NR), [7] (CM), [8] (NM), [9] 
(BM) and the best of the two [10] (NSM). The rates of convergence of the proposed methods in many 
cases, in the test examples, are faster or equal to some of the existing schemes. Note, however that a 
limitation of the method and other methods above, is that one might get into trouble if one does not 

know exactly where the root is located. This is because in that case, it will be difficult to know 0.x    

2 MATERIAL AND METHOD 

2.1 The Adomian Decomposition method 

[1], developed the Adomian decomposition method in order to solve equations that can be written in 
a canonical form. The method has been applied to solve problems in physics (such as oscillating 
systems, Navier strokes equations e.t.c) [11], astrophysics, solid mechanics, mathematics, 
engineering and other related fields. This method does not require any assumption or linearization 
to solve any given problem. The idea is as follows: 

Consider the equation:  

( ), ,Fu g t x=
 

where F is a differential operator involving linear and nonlinear terms. Rewrite the equation in 
operator form as 

Lu Ru Nu g+ + =                   (1) 

where L is the highest order derivative which is easily invertible, R is the remainder of the linear 
differential portion, and N is a nonlinear operator. Solving (1) and since L is invertible we get  

1 1 1 1u L Lu L g L Ru L Nu− − − −= = − − . 

Since F is taken to be a differential operator and L is linear, L 1−  would represent integration with the 
given initial or boundary conditions, see[1]. 

The solutions of (1) consist of approximate solutions as an infinite series 
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Decomposing the nonlinear term into a series of Adomian polynomials, as 
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where ' ,nA s  are called the Adomian polynomials, depending on 0 1, , , ,nu u u
 
[12]. 

To determine the Adomian polynomials, a grouping parameter,  is introduced. It should be noted 

that   is not a “smallness parameter”. The parameter is used in determining the polynomials,  
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which gives rise to the Adomian polynomials.   
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The first few Adomian polynomials are given as follows 
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2.1.1 Development of the new Iterative methods 

Consider the nonlinear equation,  

( ) 0f x =                    (4) 

If  is a root of (4), and  is the initial guess sufficiently close to , then (4) can be rewritten using 

Taylor’s series, see [13], so that   
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where ( )g x represents the truncated part of higher orders from the third order. Note however that 

  is just a notation and not a gamma function.  

Rearranging (5) we get the following equation, 
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Comparing equation (9) with the Adomian decomposition series solution in equations (2) and (3), 

we obtain 
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In considering the Taylor’s series, [7] considered only the first two terms, while the remaining terms 

were considered as ( )g x . However in our case, we considered the first 3 terms and made the 

remaining terms as ( ) ,g x  see equation (5). In equation (10) above the first and last terms cancel 

and that will take us back to Chun’s method. To avoid this, however we approximate equation (10), 
so that the resulting expression will lead to a new iterative scheme.  
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Differentiating with respect to x , approximate to  
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For any value of we can obtain a new iterative method for solving nonlinear equations. For 
instance, for 1,= −  0 and 1, we obtain the following schemes.  

(i) for  1= −  we have  
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(ii) for 0= we get 
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and (iii)  for 1=   we get 
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Note however, that Algorithm 2.2 is the same as [7]. This means the new iterative method is a 
generalisation of [7], i.e. when 0,= we get [7]. 

3 CONVERGENCE ANALYSIS  

Theorem 3.1; Let I  be a simple root of a sufficiently differentiable function :f I R→  where I  

is an open interval. Then the New method (11) has a third order rate of convergence when 1= −  
and 1 and has a fourth order rate of convergence when 0.=  The error satisfies the following error 
equations: 
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so that ,n ne x = −  By Taylors series expansion  
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From equation (12), we can obtain the value of  ( )1nf x+  by substituting ne  in equation (17), and we 

get:  

( ) ( ) ( ) ( ) ( ) ( ) ( ) 
2

2 2 3 2 2 3 4

1 2 2 3 2 2 2 32 2 0n n n n n nf x f c e c c e c c e c c e e

+
 = − + + − + − + +− − +

−


 

  
( ) ( ) ( ) ( ) 2 2 3 4

2 2 32 0n n nf c e c c e e= − + +− − +            (18) 

Similarly, using equation (14), we can obtain the value of ( )1nf x+ , after substituting ne  in equation 

(17).  

This gives: 

( ) ( ) ( ) ( ) ( )
( )

( ) ( )

2
2

22 2 3 4

1 2 2 3 3 2 3 4

2 3

1 2 0 3
2 0

n

n n n n

n n

c e
f x f c e c c e e c

c c e e


+

−
−

  − +     = − + + − + + +   + − +    

 ( ) ( ) ( ) ( ) 2 2 2 3 3 4

2 2 31 2 0n n nf c e c c e e  = − + + − +


−


          (19) 

Using equations (14) and (18) we get 

( )
( )

( ) ( ) ( ) ( )
( )

2 2 3 3 2 3 4 5

1 2 2 3 2 2 3 2 3 4

2 3 4

3 4

2 2 5 3 3 0

1 3 4 0

n n n n n

n n n n n

f x c e c c e c c c c c c e e

f x e c e c e e



+ − + + − + − + − + + +
=

 + + + +
        

( ) ( ) ( ) ( )( )

( )( )

2 3 3 2 3 4 5

2 2 3 2 2 3 2 3 4

1
2 3 4 4

3 4 5

2 2 5 3 3 0 .

1 3 4 5 0

n n n

n n n n n

c c c e c c c c c c e e

e c e c e c e e
−

= − + + − + − + − + + +

+ +

−

+ + +
   

( ) ( ) ( ) ( )2 2 3 3 2 2 3 4 5

2 2 3 2 2 2 3 2 3 42 2 2 3 2 2 10 6 3 0n n n nc e c c e c c c c c c c e e− + + − + − −= + − + + +  

after simplification. 

Since 22c = we have the last equation becoming 

( ) ( ) ( ) ( )2 2 3 3 2 3 4 5

2 3 2 2 3 42 2 7 3 0n n n nc e c e c c c c e e− + − + − + −= + +
 

( )
( )

( ) ( ) ( ) ( ) 1 2 2 3 3 2 3 4 5

2 3 2 2 3 42 2 2 7 3 0
n

n n n n

n

f x
c e c e c c c c e e

f x



+
 = − + − + − + − + +


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( ) ( ) ( ) ( )2 2 3 3 3 4 5

2 3 2 3 42 2 4 2 2 14 6 0n n n nc e c e c c c e e− += + − + + − +          (20)
 

Using equations (12), (15) and (18) we get            

( ) ( )
( )

( )  ( ) ( ) ( ) 
( ) ( ) ( )

2 3 4 2 2 3 4

2 3 2 2 31

2 3 2 2 4

3 4 3

0 2 0

1 6 8 6 2 0

n n n n n n nn n

n n n n n

e c e c e e c e c c e ef x f x

f x c c e c e e e



+
+ + + − + + − +

=
 + +

−

+ + + +
   

( )  ( ) ( ) ( ) 

( ) ( ) ( ) 

2 3 4 2 2 3 4

2 3 2 2 3

1
3 2 2 4

3 4 3

0 2 0

1 6 8 6 2 0

n n n n n n n

n n n n

e c e c e e c e c c e e

c c e c e e e
−

= + + + − + + − + 

+ + +

−

+ + +
  

( ) ( )3 4

2 0n nc e e= − + +  after simplification                                                                                                           

( ) ( )
( )

( ) ( )
1 2 3 4

22
0

n n

n n

n

f x f x
c e e

f x



+
 = − +


             (21) 

Again, using equations (18), (19) and (15) we get 

( ) ( )
( )

( ) ( ) ( )  ( ) ( ) ( ) 
( ) ( ) ( )

1 1

2

2 2 3 4 2 2 2 3 3 4

2 2 3 2 2 3

2 2 3 4

3 3 4

2 0 1 2 0

1 2 6 6 8 0

n n

n

n n n n n n

n n n n

f x f x

f x

c e c c e e c e c c e e

e c e c c e e

 

+ +


=


 − + + − + − + + − +
 

 + + + + +

− −

+
   

( ) ( ) ( )  ( ) ( ) ( ) 

( ) ( ) ( ) 

2 2 3 4 2 2 2 3 3 4

2 2 3 2 2 3

1
2 2 3 4

3 3 4

2 0 1 2 0

1 2 6 6 8 0

n n n n n n

n n n n

c e c c e e c e c c e e

e c e c c e e
−

 = − + + − + − + + − + 
 

 + + + + + +


− −



( ) ( ) ( )2 2 3 4

2 2 32 2 0n n nc e c c e e= − + + − +  after simplification          (22)
 

Using equations (16), (20), (21) and (22) in (11) we obtain 

( ) ( ) ( ) ( ) ( )

( ) ( )

2 3 2 2 3 2 2 3 2

1 2 3 2 3 2 2

2 3 4

2 3

2 4 2

2 2 0

n n n n n n n

n n

x c c e c e c e e c e c e

c c e e

+ = + + − − − − − − − + −

+

−

+ − +
       

                  ( ) ( ) ( )2 3 2 4

2 23 2 2 0n n nc e c e e + − += − + +  

( ) ( )2 3 4

21 0n nn c ex e+ −− + =
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( ) ( )4

1

2 3

2 0n n nce ee+ − = +               (23) 

For 1= −  and 1 equation (23) shows that the new method has a third order rate of convergence, 

Finally for 0= , using equations (16), (20) and (21) in (11) we get 

( ) ( ) ( )

( ) ( )
( )

( ) ( ) ( )

3 2 4 2 3 2

1 2 3 2 3 4 2 3 2

3 2 2 3 4 2 3

2 2 2 3 2 3 4 2 3

2

2

3 2 2 3 4 2 3 2

2 2 2 3 2 3 4 2 3 2

5 3 3 2

6 4 4 2 20 12 6 4 4 4

2 2

7 7 15 9 3 3 3 2

n n n n

n n

n

n n n

x c c c c c e c c e c e

c c c c c c c e c c e

c e

c c c c c c c e c c e c e

+ = − + + − − − − − − − +

 − − + − + + + − + + +
 − +
 − 

− − + − + + + − + + +

−

−
 

( ) ( )3 2 4 5

1 2 3 2 32 4 3 0n n ne c c c c e e+ = − + − +             (24) 

Equation (24) shows that for 0,= the new method has a fourth order rate of convergence. 

To demonstrate how effective the new method is, a comparison between the new method and other 
good and competent methods was conducted using fifty distinct problems. For the new method, we 
use the three schemes, Algorithms 2.1, 2.2 and 2.3. The comparison is based on the number of 
iterations that every method takes before the solution is reached. The methods used in the 
comparison are: 

i) Algorithms 2.1 

ii) Algorithms 2.2/[7] 

iii) Algorithms 2.3 

iv) [8]  

v) Newton Raphson’s method  

vi) [9]   

vii) [10]  

The complete fifty problems included in the analysis are in Appendix I, while the details of the   
comparison are in Appendix II. 
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4 RESULTS AND DISCUSSION 

Statistical analysis was carried out from the numerical data to confirm the findings. A one-way 
ANOVA test was conducted and the following results were obtained taking into account, 95 percent 
confidence interval. As a result, we find a significant difference in the number of iterations between 
the methods analysed, since 0.000 0.05p =  , see Table 1. Also from Table 2, since 0.999 0.05p = 

, for the solutions, we conclude that there is no significant difference in the average solutions obtained 
by the methods used.  

Table 1: One-Way ANOVA Results for Number of Iterations to Convergence 

 

Sum of 

Squares Df Mean Square F Sig. 

Between 3 

Groups 
185.295 6 30.882 14.656 0.000 

Within Groups 672.178 319 2.107   

Total 857.472 325    
        Df: degree of freedom; F: F distribution 

 
Table 2: One-Way ANOVA Results for Solution values at Convergence 

 

Sum of 

Squares Df Mean Square F Sig. 

Between Groups 2.339 6 0.390 0.050 0.999 

Within Groups 2496.460 318 7.851   

Total 2498.799 324    

 

The complete results of the number of iterations obtained for all the tested methods across   all the 
50 problems are in Appendix II. To analyse the difference in the number of iterations, we used the 
post Hoc Test (Duncan Multiple range) and from the results obtained, which are in Table 3, we see 
that Algorithm 2.2/CM, BM, Algorithm 2.1 and Algorithm 2.3 have the least number of iterations all 
in the first homogeneous subset. Then, NSM together with Newton Raphson method are in the second 
homogeneous subset. Finally, in the third homogeneous subset we have NM, having the highest 
number of iterations.  

Note that, Degree of freedom is the number of independent ways by which a dynamic system can 
move, without violating any constraint imposed on it. F distribution is a continuous probability 
distribution that arise frequently as the null distribution of a test statistic. For more explanation on 
ANOVA and interpretations of its results see [14] and [15]. 
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Table 3: Homogeneous Subsets (Post Hoc Test) showing Number Iterations to Convergence in respect of the 
methods  

Methods N 

Subset for alpha = 0.05 

1 2 3 

Algorithm2.2/CM 50 2.70   

BM 45 2.89   

Algorithm 2.1 50 3.02   

Algorithm 2.3 50 3.10   

Newton Raphson 46  3.83  

NSM 45  4.29  

NM 40   4.95 

Sig.  0.232 0.126 1.000 
N: Number of successful events (number of problems in Appendix I for which the solution converge) 

 

Table 4: Descriptive Statistics for each method in respect of Number of Iterations to Convergence 

 N Mean 

Std. 

Deviation 

Std. 

Error 

95% Confidence 

Interval for Mean 

Min Max 

Lower 

Bound Upper Bound 

 NM 40 4.95 1.797 0.284 4.38 5.52 2 9 

Newton Raphson 46 3.83 1.805 0.266 3.29 4.36 1 11 

Algorithm2.2/CM 50 2.70 1.216 0.172 2.35 3.05 1 7 

NSM 45 4.29 1.753 0.261 3.76 4.82 2 11 

BM 45 2.89 0.859 0.128 2.63 3.15 2 5 

Algorithm 2.3 50 3.10 1.359 0.192 2.71 3.49 1 8 

Algorithm 2.1 50 3.02 1.186 0.168 2.68 3.36 1 7 

Total 326 3.49 1.624 0.090 3.31 3.67 1 11 
 

As can be seen from Table 4, the descriptive statistics shows the mean, standard deviation and 
standard error of the number of iterations to convergence in respect of each of the methods. 
Algorithm 2.1, Algorithm 2.2/ CM and Algorithm 2.3 converge to all the fifty solutions, while, four and 
five of the solutions did not converge in the case of Newton Raphson and BM respectively. Algorithm 
2.2/ CM has the smallest mean of 2.70, followed by BM and Algorithm 2.1 with 2.89 and 3.02 
respectively. In the case of standard deviation, BM has the best standard deviation of 0.859 with 
standard error of 0.128 followed by Algorithm 2.1with standard deviation of 1.186 and standard 
error of 0.168. Algorithm 2.2/ CM has a standard deviation of 1.216 with standard error of 0.172. 
Finally, Algorithm 2.3 has a standard deviation of 1.359 with standard error of 0.192. 
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5 CONCLUSION  

In this paper, we present a family of iterative methods for solving nonlinear equations. The new 
methods are compared with five other existing methods in terms of number of iterations to 
convergence. Fifty problems are used in the comparison are given in Appendix I, while the complete 
results of the number of iterations in respect of each method are in Appendix II.  From the analysis 
of variance obtained, there is a significant difference between the number of iterations to 
convergence obtained from the methods used. The solutions of the three new algorithms converge 
in all the fifty problems as compared to others, whose solutions did not converge in some of the 
problems. In the case of standard deviation and standard error, BM has the best, with a standard 
deviation of 0.895 and a standard error of 0.128. Algorithm 2.1 and Algorithm 2.2/CM come next with 
standard deviations of 1.186 and 1.216 respectively having standard errors 0.168 and 0.172 
respectively. Thus the New methods are comparatively good in all the aspects being considered. 
Among the three new algorithms, algorithms 2.1 and 2.2 give the results. Therefore, any of the two 
new algorithms can be considered as an alternative method for solving nonlinear equations.   
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APPENDIX I: FIFTY PROBLEMS USED IN THE COMPARISON  

1. 2 2sin 1 0x x− + =     

2. 2 3 2 0xx e x− − + =  

3. cos 0x x− =             

4. ( )
3

1 1 0x − − =  

5. 3 10 0x − =  

6.
2 2sin 3 0xxe x cosx x− + − =  

7.
2 2sin 3 5 0xxe x cosx− + + =  

8. 7 30 1 0x xe + − − =  

9. 01.022 =++ xe x                               

10. 0672 23 =+−− xxx            

 11   0193 =+− xx                                                                         

12.  006.133 =−− xx                                                                  

13.  0463 =+− xx                                                                   
14.  05sin32 =−− xx                                                                             

15. 0133 =+− xx                                                                                                          
16. 016ln3 =−− xx                                  
17. 032cos =+− xx                             

18. 02ln =−+ xx                                                                      

19. 01.03 =−− xx                                                                        

20. 07124 =+− xx                                                                          
21. 05.0sin =++ xx   

22. 02 =−− −xex                                                        

23. 0884 23 =+++ xxx   
24. 07ln2 =−− xx    

25. 025.025.12 =+− xx    

26. 037.215.52 =++ xx    

27. 08114 =+− xx   
28. 03ln =+− xx   

29. 03 =−− xe x                      

30. 011122 2 =+− xx      

31. 035 24 =++− xxx  

32. 0943 =−+ xx  

33. 073357431333 234567 =−+−+−+− xxxxxxx  

34. sin 0
2

x
x − =     

35. 5 1000 0x x+ − =     

36. 
1

3 0x
x

− − =    
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37. ln 5 0x x+ − =  

38. sin 2 5 0xe x x− − =    

39. cos 0xe x− − =    

40. 2cos 0
5

x
x − =   

41. ( )( )1 cos 2 0xx e+ − =  

42. sin 1 0xe x− + − =    

43. 0.1 0xxe− − =    

44. 2 sin 0x x x+ + =    

45. ( )
32 sinsin 2cos 1 0xx x e− − + =   

46. 6 3 210 3 0x x x x− + − + =     

47. 4 3 11 7 0x x x− + − =  

 48. 3 cos 2 0x x− + =    

49. cos 0x x− =   

50. 3ln 2sin 0x x x− + =  
 
Problems 1-8 are from [8], problems 9-34 are from [100], problems 35-38 are from [16] problems 
39-42 are from [17] and problems 42-50 are from [18]. 
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APPENDIX II: COMPARISON BETWEEN NUMBER OF ITERATIONS 

 

 
Initial point 

( )0x  
nx

 
(Solutions) 

NM NR 
Algo 2.2/ 

CM 
BM NSM Algo 2.1  

Algo 
2.3 

1 1.3 1.404491649 4 4 3 2 3 3 3 
2 2 0.257530285 9 5 3 5 6 4 4 
3 1.7 0.739085133 5 4 3 3 6 4 3 
4 3.5 2 6 6 4 3 5 4 3 
5 1.5 2.15443469 5 5 4 3 4 3 4 
6 -2 -0.915306601 5 4 6 DIV DIV 5 6 
7 -2 -1.207647827 5 DIV 5 DIV 4 4 5 
8 3.5 3 6 DIV 7 DIV 11 7 7 
9 -0.05 -0.31584581 4 4 2 3 3 3 3 

10 0.86 1 5 4 5 3 4 2 3 
11 0.11 0.111264158 2 2 1 2 2 2 1 
12 -0.35 -0.370252219 3 3 2 4 2 2 2 
13 0.67 0.732050808 3 4 2 2 3 2 4 
14 2.5 2.883236873 DIV 3 2 3 4 3 3 
15 0.33 0.347296355 3 3 2 2 3 2 3 
16 5.3 5.926476625 DIV 2 2 2 4 2 2 
17 1.5 1.523592933 5 3 1 2 3 2 2 
18 2 1.557145599 7 3 3 3 5 3 3 
19 -0.1 -0.101031258 2 2 1 2 2 2 2 
20 0.58 0.59368584 3 4 2 3 3 2 2 
21 -0.5 -0.251318625 7 3 2 3 4 3 3 
22 2 2.120028239 5 3 2 2 3 2 2 
23 -1 -2 5 1 1 4 7 1 1 
24 3.5 4.219906484 DIV 3 2 2 4 3 3 
25 0.2 0.25 DIV 3 2 3 4 2 2 
26 -0.2 -0.510871855 4 4 3 2 4 3 3 
27 0.73 0.757149516 3 3 2 2 4 2 2 
28 3 4.505241496 DIV 5 2 3 7 3 3 
29 -3 -2.947530903 6 2 2 2 3 2 2 
30 0.92 1.129171307 5 4 3 3 5 2 3 
31 -3 -2.198691243 7 6 4 4 6 4 4 
32 2.25 1.464595701 4 5 3 3 4 4 3 
33 0.21 0.593685833 DIV 7 4 3 8 6 5 
34 2 1.895494267 3 3 2 2 3 2 2 
35 4 3.977899394 3 3 2 2 2 3 2 
36 1 9.633595562 DIV 5 4 DIV DIV 4 8 
37 3 8.309432693 DIV 5 3 5 DIV 6 5 
38 -1 -2.52324523 9 3 2 3 6 3 3 
39 1.5 1.29269572 4 4 2 3 5 3 3 
40 0.5 1.085982678 4 4 2 3 4 3 3 
41 0.9 0.693147181 7 3 2 3 4 2 2 
42 2.3 2.076831274 4 4 3 2 3 3 3 
43 -0.1 0.111832559 5 4 3 3 5 3 3 
44 0.3 0.00E+00 DIV 5 3 DIV DIV 4 4 
45 -0.82 0.8135737292 3 3 2 2 4 2 2 
46 0.81 0.6586048471 6 DIV 3 3 4 3 2 
47 0.9 0.6450239555 5 3 3 4 5 4 4 
48 -1.1 -1.172577964 4 4 3 3 4 2 3 
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49 1.3 0.6417143709 DIV 4 2 3 6 3 3 
50 1.4 1.297997743 4 DIV 2 4 DIV 3 2 

DIV: Diverging 
NR: Newton Raphson 


