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ABSTRACT 

Compared to other cancer types, breast cancer is one of the main causes of death in women.  Early 
cancer detection can significantly increase survival and quality of life. A variety of machine 
learning prediction algorithms with combination of feature selection approaches have shown to 
be useful in the detection of breast cancer disease. However, it was discovered that there are still 
problems with classification accuracy. An outlier-related factor was known to have potential 
effect on classification accuracy. In order to further improve the classification’s accuracy, the K-
means approach was used to detect outliers.  The major goal of this study was to examine the 
classification performance of breast cancer disease when feature selection methods were used in 
combination with K-Means. For experimental purpose, the Coimbra dataset for breast cancer 
consisting of 116 instances and 10 attributes was used in this study. Multivariate techniques 
including Principal Component Analysis (PCA), Kernel Principal Component Analysis (KPCA), 
and Discriminant Analysis (DA) were applied to reduce data dimensions. Meanwhile, four data 
mining approaches consisting of Decision Tree (DT), Random Forest (RF), Support Vector 
Machine (SVM), and Logistic Regression (LR) were compared for classification purpose. The 
performance measurement was then evaluated using accuracy, precision, specificity, and 
sensitivity criteria. The results revealed that five combinations approaches (PCA-DT, PCA-RF, 
KPCA-DT, KPCA-RF, DA-RF) performed better across all four criteria after combining with K-
Means technique. Among five combined methods, KPCA with DT outperformed other 
combination methods with the highest value across precision (76.47 percent) and specificity 
(71.43 percent). This study suggests the incorporation of feature selection method together with 
outlier detection method has proved to be more efficient and beneficial for breast cancer 
classification.  

Keywords: Breast Cancer, Principal Component Analysis, Kernel Principal Component 
Analysis, Random Forest, Support Vector Machine. 

1 INTRODUCTION 

Breast cancer is the most common cancer affecting women worldwide and is the second most serious 

of all cancer diseases [1]. Not only breast cancer interferes with people's daily lives, but it also places 

a heavy financial load on them due to expensive medical expenses [2]. Early breast cancer diagnosis 

and identification are crucial for successful therapy as it helps clinically tailor preventative and 
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treatment strategies, lower the disease's recurrence rate, improve patient prognoses, and lengthen 

patients' lives [3].  

Modern machine learning classifiers, according to Ibrahim et al. [4], can enhance early breast cancer 

tumour identification. In recent years, a variety of machine learning prediction algorithms have 

shown useful in the detection of diseases, and more intelligent prediction results have proven useful 

in helping clinicians diagnose diseases more quickly and accurately. The disease of breast cancer has 

been studied so far using a wide range of data mining techniques, which are the sub-components of 

machine learning approaches. The most widely used data mining classification methods include 

decision trees, random forests, and support vector machines [1,5,6]. However, these data mining 

techniques which assess every characteristic of breast cancer data, ignores the impact of redundant 

data on the outcomes of experiments as well as the interrelationships between attribute components. 

To improve the data mining classification technique, other methods, such as feature selection 

method, have been used.  

But even with the application of the feature selection method, the accuracy still is not satisfactory. It 

was known that an outlier-related factor could affect classification accuracy. In order to further 

improve accuracy for breast cancer patients, outliers were detected using the K-means approach. In 

other words, not every problem can be solved optimally by the best algorithm if there are other 

factors that can affect classification accuracy [7]. K-means clustering was therefore incorporated into 

this study in order to improve it even more. KPCA was also implemented into this analysis to account 

for the potential for non-linear relationships between the variables. This paper identified the best 

feature selection techniques combined with K-means and compared four data mining classification 

method that produced the best performances in classifying the breast cancer cases. 

The disease classification of breast cancer has been studied so far using a wide range of data mining 

techniques, which are the sub-components of machine learning approaches. The most widely used 
data mining classification methods include decision trees, random forests, and support vector 

machines [1,5,6]. As some of the models were categorized as linear and the others as non-linear, it 

was revealed that their accuracy performance varies among one another [8]. The IBk, Bagging, 

Random Forest, Random Committee, and SimpleCART algorithms were the most successful 

algorithms, according to the findings, with above 90% detection accuracy. 

These data mining techniques which assess every characteristic of breast cancer data, also ignore the 

impact of redundant data on the outcomes of experiments as well as the interrelationships between 

attribute components. To improve the data mining classification technique, other methods, such as 

feature selection method, have been used. There are three types of feature selection methods which 

are supervised, semi-supervised, and unsupervised. Unsupervised feature selection methods are 

generally considered to be a more unbiased approach that can perform very well in addition to being 

able to reduce the risk of data-overfitting compared to supervised and semi-supervised feature 

selection method [9]. Among the best feature selection methods, PCA and DA are recommended for 

high dimensional data which is applicable to breast cancer data. Iqbal et al. [10] applied PCA, 

discriminant analysis, and logistic regression to minimize the dimensions in the Wisconsin dataset 

for breast cancer. For all three of the employed feature selection methods, they discovered that the 

support vector machine performed better than other approaches. Additionally, they discovered that 

a support vector machine feature selection strategy using discriminant analysis had the maximum 
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accuracy. The feature selection technique is also employed with the kernel PCA extension method of 

PCA. Meanwhile, Mushtaq et al. [11] employed this technique to condense the dimension spaces in 

their research. They discovered that using kernel PCA improved accuracy performance when 

compared to results produced by earlier researchers. 

Das and Mohanty [12] also chose features for their investigation using this method. They chose to 

utilise this technique because KPCA can denoise data well. Identifying outliers in data is a crucial step 

in data analysis and eliminating them from clusters can increase the clustering's accuracy [13]. The 

most often used approach for identifying outliers is the K-Mean distance-based method. A technique 

for grouping or dividing a pattern into several clusters so that related patterns are assigned to the 

same cluster is called K-means clustering [14]. The method can cluster data and identify outliers at 

the same time. The cluster centre computation does not take outliers into account. In a study by Barai 

and Dey [15] on the identification of outliers using K-means and hierarchical clustering, the 

researchers discovered that accuracy increased after the outliers were removed using the K-means 

approach. 

2 METHODOLOGY 

This section describes the research methodology and statistical analyses employed in the study. 

2.1 Research Framework 

According to Figure 1, which depicts the study's research flow, the suggested model's mechanism 

passes through five primary stages: data pre-processing, feature selection, clustering, classification, 

and performance evaluation. The data used in this work was taken from the Breast Cancer Coimbra 

dataset, which was added to the UCI Machine Learning repository in 2018. This data set contains 116 

cases (45% healthy controls and 55% breast cancer patients), 10 clinical features (age, BMI, glucose, 

insulin, HOMA, leptin, adiponectin, resistin, MCP-1), and one binary dependent variable (identifying 

the presence or absence of breast cancer).  
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Figure 1: Research flow 

To enhance the quality of the data and provide a clean dataset that could be utilised to develop the 

model, data pre-processing was carried out. We used several data processing approaches, including 

outlier detection, data cleaning, and data normalisation, to make our initial dataset more useful and 

usable for predicting breast cancer. Three different dimensionality selection techniques used and 

compared in this study. Principal Component Analysis, the first technique, is the most widely used 

dimensionality selection technique (PCA). The second method is Kernel Principal Component 

Analysis (KPCA) followed by Discriminant Analysis (DA). Kernel Principal Component Analysis 

(KPCA), followed by Discriminant Analysis (DA), is the following technique. 

 

2.2       Feature Selection 

2.1.1 Principal Component Analysis 

The process of feature selection involves basically translating the initial feature space to a low-

dimensional feature space through the relationship between traits in order to accomplish the goal of 

dimension selection. The correlation problem, which makes it difficult for the classification algorithm 

to identify correlations among the data, is then overcome by using PCA to modify the initial collection 

of features [16]. As an unsupervised learning dimensionality selection technique, PCA reduces the 
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data dimension by associating multidimensional data groupings. It might reduce the computation 

cost of the algorithm by reducing information loss, simplify the data structure, make the data set 

easier to use, completely without parameter restrictions, and create the data set [17].  

 

2.1.2 Kernel Principal Component Analysis (KPCA) 

The calculated covariance matrix C from the input data is transformed using PCA as its foundation. 

However, PCA is better suited for use in linear systems, thus this technique is ineffective for nonlinear 

data. With KPCA, which combines the linear PCA and the Kernel technique, nonlinear systems can 

perform better. The fundamental principle of kernel PCA is to perform a non-linear mapping 𝛷: ℝ𝑝 →

𝐹, 𝑦 ↦ 𝑌, as shown in Figure 2 below, to determine the principal component scores in higher 

dimensional space. 

 

  

                 Figure 2: Illustration of Kernel PCA (Source: Ahsan et al., 2022) 

 

Consider that the centred data are mapped to feature space F, Φ(x1), …, Φ(xn). The n x n feature space 

covariance matrix can be expressed as follows: 

𝐶𝐹 =
1

𝑛
∑ 𝛷(𝑥𝑗)𝛷(𝑥𝑗)𝑇𝑛

𝑗=1        (1) 

  
Finding the eigenvalues of the eigenvector with eigenvalue 𝜆 ≥ 0 that fulfils equations below. 

𝐶𝐹𝑉 = 𝜆𝑉                 (2) 

  𝜆𝑉 =
1

𝑛−1
∑ 𝜙(𝑥𝑖)(𝜙(𝑥𝑖)𝑇𝑉)𝑛

𝑖=1  (3) 

 

2.1.3 Discriminant Analysis (DA)    

Fisher [24] developed the technique of discriminant analysis in 1936. Another name for it is Fisher 

Discriminant Analysis. The objective of DA is to combine the initial predictors to produce a new 

variable. In order to do this, the differences between the predefined groups with respect to the new 

variable are maximized [18]. It is assumed that the dataset is 𝐷 = {(𝑥1, 𝑦1), (𝑥2, 𝑦2), … , (𝑥𝑚, 𝑦𝑚)} and 

that any sample xi is an n-dimensional vector with 𝑥𝑖 = {𝐶1, 𝐶2, . . , 𝐶𝑘}. 𝑋𝑗(𝑗 = 1,2, … , 𝐾) is a group of 

class j samples, and 𝜇𝑗(𝑗 = 1,2, … , 𝐾) is the mean vector of the j sample. We define Nj (j = 1, 2, …, K) as 

the number of samples of class j. Define the covariance matrix for the class j samples as 𝛴𝑗(𝑗 =

1,2, … , 𝐾). The 𝜇𝑗  and 𝛴𝑗 can be calculated using this equation: 
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𝜇𝑗 =
1

𝑁𝑗
∑ 𝑥

𝑥𝜖𝑋𝑗

 
(4) 

𝛴𝑗 = ∑ (𝑥 − 𝜇𝑗)

𝑥𝜖𝑋𝑗

 (5) 

  
Discriminant analysis's main objective is to separate samples from different groups. In essence, it 

changes data into a different space that recognizes classes that can be referred to as “between classes 

(Sb)” and “within classes (Sw)” optimally. Equation below indicated Sb and Sw where 𝜇𝑘 is the class k 

mean and µ is the overall average. St=Sb+ Sw is the formula for the total covariance matrix. The main 

goal is to maximize between-class scatter, Sb, while minimizing within-class scatter, Sw. This involves 

separating different classes as much as is practicable.  

𝑆𝑏 = ∑ (𝜇𝑘 − 𝜇)(𝜇𝑘 − 𝜇)𝑇

𝑘
 (6) 

𝑆𝑤 = ∑ ∑(𝑥𝑖 − 𝜇𝑘)(𝑥𝑖 − 𝜇𝑘)𝑇

𝑖𝜖𝑘
𝑘

 (7) 

  
2.3       Outlier Detection 

K-means is one of the most straightforward and efficient unsupervised classification methods. A 

popular partitioning-based clustering method called K-means seeks out a predetermined number of 

clusters that can be represented by their centroids. The distance between items is utilized as a 

measure of similarity in this conventional distance-based clustering technique, and the smaller the 

distance, the more similar the objects are [19]. 

2.4       Classification Algorithms 

Building a classification model from a given data set that includes some attributes and labelled 

classes is the goal of supervised learning. Two essential parts that are used in supervised learning 

are the training data set and the testing data set. The prediction model is constructed using the 

training data set, which also contains attributes and cluster values. In this work, testing was done 

using Random Forest (FR), Decision Tree (DT), Support Vector Machine (SVM), and Logistic 

Regression (LR). These models were chosen for their performance and popularity in literature. 

i. Decision Tree (DT) 

Decision Tree (DT) is a simple and straightforward classifier. Only Decision Trees offer the bit 

through feature to access detailed patient details. Decision trees construct classification or regression 

models using a tree-like structure that makes them easy to use and debug. Both category and 

numerical data can be processed using decision trees. Finding the information gain of the attributes 

and removing them allows the algorithm to break the branches into threes [20].  
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ii. Random Forest (RF) 

Decision trees are used to combine tree predictors in random forests (RF), where each tree is 

dependent on values from a random vector that was sampled consistently and randomly over the 
entire forest [20]. The strength of each individual tree in the forest and the correlation between them 

determine the generalization error of a forest of tree classifiers. They are more noise-resistant and 

sturdy. It is a supervised classification technique used for prediction, and it is regarded as the best 

since it uses a lot more trees than decision trees, which results in higher accuracy.  

 

iii. Support Vector Machine (SVM) 

Support vector machines are learning tools that use a high-dimensional feature space with a 

hypothesis linear function space. They are taught using a learning method based on optimization 

theory that was developed from statistical learning theory [21]. SVM can only be used to data sets 

that have precisely two groups to categorize. By selecting the optimum hyperplane to divide all data 

points into one of two groups, it categorizes the data.  

 

iv. Logistic Regression (LR) 

The biological sciences are among the numerous domains that have made extensive use of the logistic 

regression model [19]. When categorizing data objects into groups is the goal, the logistic regression 

approach is utilized. In logistic regression, the target variable is typically binary, which means that it 

only contains data that can be classified as 1 or 0. In our case, this refers to a patient's breast cancer 

stage, either healthy control or patient, and is determined by several factors.   

 

2.9           Performance Measures 

The efficiency of the suggested approach is assessed by considering the actual and projected 

categorization. In order to determine the system's accuracy, the confusion matrix for the chosen 

classifier is employed [22]. The best classification methods that can be used to predict breast cancer 

were compared and identified in the study's final phase using performance measures like accuracy, 

precision, specificity, and sensitivity. Due to the popularity of this performance metric among prior 

researchers, it was chosen [1,6,21].  

3 RESULTS 

An excessive value known as an outlier may have an impact on the analysis. Given that k-means 

clustering can deal with outlier, we used it to solve the outlier problem. The dataset has five extreme 

values that have been recognized and need to be dealt with. In order to determine the similar and 

dissimilar group, K-means clustering was applied. 111 observations are in a similar group, whereas 

only 5 are in the dissimilar group. The dissimilar group was later labelled as an outlier and 
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disregarded. The data mining methods were then examined using the cleansed dataset. As a result, 

111 observations were the final observations used in the analysis. The similar group (cluster 0) and 

dissimilar group (cluster 1) were displayed in Figure 3 below. 

 

 

Figure 3: Similar and Dissimilar Group 

 

After performing all feature selection approaches, classification methods, and K-means, the overall 

results were compared to determine which feature selection and classification method performed 

the best overall. The comparison of all classification performance without and with K-Means 

clustering applied shown in Table 1. Across all twelve combination of feature selection methods and 

classification models, it is identified that there are five combinations (PCA-DT, PCA-RF, KPCA-DT, 

KPCA-RF, DA-RF) that were found to be better across all four criteria after combining with K-Means 

cluster. 

 

Table 1: Overall Performance Measurement Without and with K-Means Application 

COMBINATION 
METHODS 

Without K-Means With K-Means 

Accuracy Precision Specificity Sensitivity Accuracy Precision Specificity Sensitivity 

PCA + DT 62.86 63.64 50 73.68 76.53 73.68 69.75 78.77 

PCA + RF 61.76 63.16 56.25 66.67 71.43 72.66 68.73 73.68 

PCA + SVM 62.86 71.43 75 52.63 70.59 66.67 50 88.89 

PCA + LR 62.86 66.67 62.50 63.16 73.53 71.43 62.50 83.33 

KPCA + DT 57.14 60 50 63.16 74.19 76.47 71.43 76.47 

KPCA + RF 60 61.90 50 68.42 70.97 70 57.14 82.35 

KPCA + SVM 54.29 58.82 56.25 52.63 71.14 68.18 50 88.24 

KPCA + LR 62.86 63.64 50 73.68 64.52 68.75 64.29 68.75 
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DA + DT 57.14 62.50 62.50 52.63 70.59 70 62.50 77.78 

DA + RF 57.14 59.09 43.75 68.42 70.59 68.18 56.25 83.33 

DA + SVM 62.86 62.50 43.75 78.95 67.65 62.96 37.50 94.44 

DA + LR 65.71 65.22 50 78.95 64.71 63.64 50 77.78 

 

Furthermore, another five combinations which are PCA-LR, KPCA-SVM, KPCA-LR, KPCA-DT, and DA-

SVM were found to be better across three criteria after combining with K-Means clustering. While 

there is one combination that is better across two criteria after combining with K-means clustering 

which is PCA-SVM. Lastly, there is one combination had underperformed across all the criteria 

performances after combining with K-Means cluster which are DA-LR. Across eleven combinations, 

it can be shown that they have performed based on at least two criteria of performance. As for DA-

LR, it is indicated that the application of k-means clustering is not improving since a LR is a linear 

classification method. It is consistent with the findings Ahsan et al. [23] that linear regression 
commonly known to has poor performance compared to the non-linear classification methods. Thus, 

this suggests the application of K-Means clustering has improved the classification process. This 

finding proved the results obtained by Barai and Dey [15] when they discovered that accuracy 

increased after the outliers were removed using the K-means approach. 

Among five combinations which performed after the application of k-means methods, KPCA-DT 

scored the highest value of across two criteria which are precision and specificity as compared to the 

other four methods. Furthermore, KPCA-DT scored a slightly lower value of accuracy as compared to 

PCA-DT which has the highest value of accuracy. Therefore, it can be considered that KPCA and DT is 

the best method. The combination methods with the highest performance shown in Table 2. 

Table 2: The Highest Performance Measurements for Five Combination Methods 

COMBINATION 
METHODS 

Without K-Means With K-Means 
Accuracy Precision Specificity Sensitivity Accuracy Precision Specificity Sensitivity 

PCA + DT 62.86 63.64 50 73.68 76.53 73.68 69.75 78.77 
PCA + RF 61.76 63.16 56.25 66.67 71.43 72.66 68.73 73.68 
KPCA + DT 57.14 60 50 63.16 74.19 76.47 71.43 76.47 
KPCA + RF 60 61.90 50 68.42 70.97 70 57.14 82.35 
DA + RF 57.14 59.09 43.75 68.42 70.59 68.18 56.25 83.33 

 

From the above tables, it can be seen that the performance of the feature selection technique using 

kernel PCA and decision tree outperforms other combinations of techniques since it has the greatest 

value for precision and specificity, while ranking second for accuracy performance. PCA-DT, which 

yields the best accuracy as well as the second-highest values for precision and specificity, is the 

second approach that performs well. Finally, when it comes to sensitivity, DA-SVM performed at 

94.44 percent, which is the highest among the other methods. However, discriminant analysis 

underperformed in terms of accuracy, precision, and specificity when compared to PCA and KPCA. 
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4 CONCLUSION 

This study adds to the body of knowledge by recommending classification methods for breast cancer 

prediction. In order to ensure that the classification algorithms yield accurate results, we also 
determined the optimal feature selection method that may be utilized to minimize the dimensions. 

The study is useful for increasing the accuracy of classifiers by analyzing data using the K-means 

approach. This work will help fill the gap in the literature because there are not many studies 

employing K-means to analyze outlier identification in breast cancer prediction studies. To achieve 

better findings, the next researcher can apply other high level of unsupervised feature selection 

techniques to other high dimensional datasets such as Minimum Redundancy Maximum Relevance. 

Additionally, to provide more precise and effective findings for future work, the discriminant analysis 

and logistic regression may be integrated with other types of multivariate normality tests to improve 

its classification accuracy. 
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