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ABSTRACT 

Financial institutions have been exploring the application of machine learning approaches due 
to its exceptional performance as well as overwhelming exposure, especially in predicting the 
repayment ability of their customers. The ability of machine learning methods in dealing with 
big and more complicated data structure has made it favourable as the financial data is often 
very large and complex in nature. Thus, this study adopts two tree-based machine learning 
approaches to predict the loan defaulters, namely random forest and extreme gradient boosting 
(XGBoost). However, due to its sensitivity towards imbalanced dataset, this study has addressed 
this issue beforehand. The performance of both approaches was assessed by computing the 
accuracy, precision, recall, F-1 score, ROC as well as AUC. XGBoost proves to be able to outperform 
the traditional machine learning model, random forest, with 61.77% accuracy, other than it 
generally takes lower computation time. The model is able to report higher value for all the 
assessment matrices used. Other than that, this study also focuses on the customers’ demographic 
information and found that it was useful in predicting their repayment ability especially the 
customer’s length of service, education level as well as age.  

Keywords: Loan Defaults Prediction, XGBoost, Random Forest, Imbalanced Dataset, Machine 
Learning Model 

1 INTRODUCTION 

Defaulted loan or non-performing loan (NPL) is defined as a loan in which the borrower has failed to 
make repayments as per the payment scheduled by the bank. Defaulted loan is huge threat to the 
banks as it can lead to the loss that the bank will experience and often indicates the negligence of the 
bank in managing its credit risk policy. In Malaysia, it is recorded that defaulted loan trend increased 
moderately in 2008 but has shown a downward trend from that point onwards until 2016 [1]. 
However, the current Covid-19 pandemic has affected the global economy as well as becoming a 
contributing factor to the rising of defaulted loans. Due to the impact may causes many to lose their 
job and source of income which it is hard for them to meet their obligation of paying their debts or 
loans. Based on previous studies have shown that the ability of the customers to repay their financial 
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obligation can be explained by the macroeconomic factors as well as the information on customers’ 
loan such as their liability and payment behaviour.  The machine learning methods have capability in 
handling big data due to the high dimensional nature of the customers data. For instance, other 
applications of machine learning approach on predictive models could be found in various field of 
studies such as intervention and prevention of diabetic retinopathy [2], diagnosis of Alzheimer’s 
disease [3], prediction of dengue outbreaks [4], prediction and classification on future PM10 
concentrations [5] and rainfall prediction in flood prone areas [6]. However, it is worth to highlight 
the inherent characteristic of loan data, especially when it tends to be imbalanced and need to be 
treated to avoid misleading prediction outcome. 

Aforementioned, the loan defaults can be classified into two categories such as if customers are 
obliged repayment on their credit facility within 90 days or more. For prediction model, XGBoost has 
been proposed by [7] due to its performance in determining the loan defaults compared to random 
forest.  However, for imbalanced issued, random forest has been used in minimizing the time 
complexity of the method and it was found outperformed against other algorithms ([8], [9]). 
Furthermore, XGBoost is an improved algorithm which has been used due to the performance of best 
time complexities and the method was acceptable to be compared from the accuracy perspective 
[10]. The gap of the study is due to a more complicated data structure of customer’s loan, logistics 
regression is not feasible to adopt due to its linearity assumption between independent and 
dependent variables. Other than that, imbalanced data structure may produce a bias in classification 
model because logistics regression did not address this issue. Hence, for the purpose of comparison 
and alternative solution, the focus will be given only to random forest and XGBoost as well as to close 
the gap because both methods have their own ability to output more accurate prediction. Apart from 
that, this study aims to resolve the imbalanced classification problem by applying down-sampling 
method, to compare the performance of predictive model produced between XGBoost and random 
forest and to determine the influential contributing factors in the default of loan repayment. Hence, 
this paper discusses on data and methods, results, conclusion and recommendation. This would help 
the structure of the paper in a good way of representation the outcome of the study. 

1.1 Loan Default Definition 

In the [11] guideline, it was stated that, according to Basel II framework, there are two events that 
help the banks to determine whether a customer is default or not. A customer will be tagged as default 
if either one or both events take place. The first event that indicates if a customer default is when the 
bank finds that he/she is unlikely to meet their loan obligations to the bank. The other event is when 
the customer is more than 90 days past due on any of the financial obligation. In other words, the 
customer has been late to make the obliged repayment on his credit facility for more than 90 days. 
However, the banks have the flexibility to reclassify the customer from to default to non-default 
category based on the banks’ definite criteria. Normally, banks will implement a more stringent 
criteria to classify the default loans and penalize the customers that fall into those criteria. 

1.2 Factors Lead to Loan Defaults 

There are several factors that influenced the default of loans. According to [12], as cited in [13], these 
factors can be grouped into macroeconomic factors and bank-specific factors. Gross domestic 
product (GDP), inflation rate and the money stock were the macroeconomic factors that have been 
included in their study. However, from the reviews, no other researchers have considered 
macroeconomic factors in predicting the loan default.  
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Loan amount, interest rate, instalment amount and loan grade were some of the common factors that 
have been employed by [14], [7], [9], [13] and [15].  These factors were included in the model based 
on the author’s general understanding of their influence on the ability of the client to repay the loan 
[7]. Furthermore, [14] have included outstanding principal amount, recoveries and other factors in 
their predicting model as well. A different approach was applied, where they grouped 96 variables 
into 20 clusters which was then used to train the model. 

Other than the client’s loan information, their socioeconomic information such as home ownership 
status and location were also being adopted by [7], [9], [16] and [15], has also included customer’s 
age and found that customer’s age and location were the most crucial factors in predicting whether 
or not the customer will default on their loan.  From the review, there can be observed that very few 
have included the demographic profile of the customers as the factors that affect the ability of 
repayment such as age, education level and length of employment in the recent studies. Assuming 
that all customers are not exposed to the same opportunities is another way to address demographic 
relationship with delinquency. Hence, in this study, those features will be included to determine the 
customer’s ability to repay their loan obligation.  

1.3 Loan Defaults Prediction Model 

Over the years, numerous research and studies have been conducted by adopting the application of 
machine learning techniques on various areas in finance and banking domain. Prediction modeling 
is one of the areas that has intrigued the interest of many researchers to implement the application 
of machine learning as opposed to traditional statistical methods. Based on the review of some of the 
literatures from previous studies, decision tree and random forest are amongst the most common 
algorithm that have been applied by previous researchers in their studies to predict the loan default. 
[9], in their paper have focused solely on the application of decision tree and random forest and 
compared the result obtained from both techniques. They concluded that random forest provided 
better accuracy as compared to decision tree with 80% accuracy ratio. This finding is consistent with 
a study conducted by [15] where they observed that random forest outperformed the decision tree 
with accuracy ratio of 98% and 95%, respectively.  

[7] has pointed out the objective of his research of to demonstrate how machine learning techniques 
can be leveraged by loan approval in predicting the probability that a client will default on their loan. 
[7] has adopted the application of several machine learning techniques, comprised of random forest, 
neural network, extreme gradient boosting (XGBoost) and ensemble model. He has also included 
logistic regression in his study for the purpose of comparison.  He concluded that XGBoost with class 
weights performed the best as compared to other methods with overall accuracy of 68%. The model 
also showed highest AUC, i.e. 0.74, for the ROC curve compared to other methods. Another study that 
has adopted the application of XGBoost was conducted by [17] where they have compared the 
performance of XGBoost with LightGBM and found that LightGBM performed better than XGBoost. 
[16], in her study has also adopted the application of XGBoost in predicting the bank loan default. 
However, she did not conduct a comparative study, hence, it cannot be concluded if XGBoost was the 
most appropriate model in predicting bank loan default with her dataset.  

As mentioned previously, [14] have utilized four algorithms in identifying the attributes that drive 
towards loan defaults, delay in repayments and the criteria of customers that will honor their loan 
obligations. Out of the four methods (i.e. decision tree, logistic regression, neural network and 
random forest), they observed that HP forest was the best model due to the lowest misclassification 
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rate that it provided. The misclassification rate produced by random forest is only 0.0562, while the 
misclassification rate resulted from decision tree, neural network and logistic regression are 0.0597, 
0.0767 and 0.0802, respectively.  

2 MATERIAL AND METHODS 

This study adopted a quantitative and correlation research as it aims to establish a prediction model 
and determine the influential factors. This study utilized a secondary data of customer’s loan 
application. This data was retrieved from Kaggle2 shared by Gaurav Dutta. There are 13 independent 
variables such as gender, age, income, level of highest education, length of service, income type, own 
a car, own a house, marital status, credit amount of the loan, loan annuity, credit amount of the 
previous loan, loan annuity of the previous loan and a dependent variable such as customer 
difficulties in repayment, in order to study the loan defaults with 21,556 total of observations. 

2.1 Data Description 

Dependent variable (customer has difficulties in repayment) will be transformed in terms of 1 and 0, 
which count as two classes in a variable and the rest are independent variables. Right after the data 
were acquired, it is vital to understand the information of the data were carried and the data were 
screened each column to grasp the meaning of each value in each column. This is a very crucial step 
to ensure the analysis will be conducted utilizes the right variables. Next, data pre-processing which 
divided into three steps such as data cleaning, data transformation and data preparation. Apart from 
that, in data preparation, the data were divided into train and test datasets with the ratio of 70:30 by 
using the createDataPartition command in R with p = 0.7. Ultimately, the train data (i.e. 15,090 
observations) is utilized to build the model while the test data (i.e. 6,466 observations) is to validate 
the performance of the model when feed with a new dataset. 

2.2 Exploratory Data Analysis  

Exploratory data analysis is a method to analyze the characteristics of the dataset through 
visualization or descriptive statistics. This method helps in better understanding of the dataset and 
prepare the data for advanced analysis possibly. The distribution of the data can be represented in 
an appropriate visualization such as box plot or histogram for numeric variables and bar chart and 
pie chart for categorical variables.  

2.3 Imbalanced Classification Treatment  

Classification imbalanced dataset would produce biased model towards the majority class. Since, the 
train data for customers with no payment difficulties and have payment difficulties with classification 
imbalanced existed, thus, the down-sampling method was employed. The down-sampling technique 
works with randomly selected number of observations in the majority class to be equal to the number 
of observations in the minority class. Furthermore, down-sampling is appropriate to be implemented 
with a large dataset.  This method not only solved the imbalanced issue rises but also helped in 
improving the runtime and storage issues during the model building process. In R, downSample that 
enables user to easily down-sampled the data in one linear command.  Finally, the train dataset had 
an equal distribution of 1,727 in each class. The same configurations were applied to the test dataset 
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to ensure the number of test dataset did not exceed the number of the training dataset (i.e. 739 
observations in each class). 

2.4 Model Building 

The models employed for main analysis were random forest and improved machine learning 
approach i.e, XGBoost.  Random forest is an ensemble of decision trees where the algorithm creates 
multiple decision trees and creates a forest that is more stable and provides better prediction.  
Extreme Gradient Boosting (XGBoost) is an improved algorithm based on the gradient boosting 
decision [18]. The advantage of XGBoost is that it is favorable amongst researchers, which its high 
execution speed and ability to outperform other methods.  

𝑂𝑏𝑗(𝜃) = 𝐿(𝜃) +  Ω(𝜃) ( 1 ) 

Equation 1 is the objective function of XGBoost where L indicates the loss function which it was used 
to measure the performance of the training data. While Ω represents the regularization term which 
measures the model’s complexity and aims to avoid overfitting. The model’s complexity can be 
measured using the Equation 2 as below, where T represents the number of leaves of the tree while 
𝜔 represents the weight of each leaf. 

Ω(𝑓) =  𝛾𝑇 +  
1

2
𝜆 ∑ 𝜔𝑖

2

𝑇

𝑖=1

 ( 2 ) 

2.5 Model Comparison and Assessment 

To compare the performance of the prediction models for random forest and XGBoost, confusion 
matrix was used to compute the assessment metrics such as accuracy, precision, recall and F1-score.  
For accuracy, it can be computed by using (TP+TN)/(TP+TN+FP+FN), it helped to show the ability of 
the model to predict classes correctly. In addition, Receiver Operating Characteristics (ROC) curve 
also be utilized as a visualization approach to evaluate the model’s performance. Area Under the 
Curve (AUC) was measured to compare the performance between the models, where model with 
higher AUC is better.   

2.6 Feature Important Analysis 

To determine the influential contributing factors in the default of loan repayment, dataset in XGBoost 
was chosen due to the best predictive model. In XGBoost library, this argument is useful to list out all 
the important features in the model, which is xgb.importance().  

3 RESULTS AND DISCUSSION 

3.1 Characteristics on the Loan Default Dataset  

Exploratory data analysis was conducted on the train dataset to further understand the behavior and 
distribution of each of the variables. The dataset consisted of continuous variables and categorical 
variables, then it can be represented in different ways such as histogram and bar chart respectively. 
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As a result, age of the customers between 30 to 50 years old was slightly skewed where most of them 
are at the time of their application. Most of the customers have been with their company for less than 
10 years in the length of service of the customers’ current employment as at the time of application 
and it resulted to a right-skewed histogram. The majority of the customers were female with 63.99%. 
However, the number of male customers having payment difficulties was higher with 14.17% against 
9.91% of female customers. Most of the customers are married, whilst 2,302 of the customers are 
single. Other customers are divorced. Out of three classes, most of the customers with payment 
difficulties are single. It is because single people are younger with no stable income, hence led to 
higher default rate. Only 12 customers who have highest education level which is degree level whilst 
others are lower than that. Due to that, the customers with lower secondary qualification were 
reported the highest default rate amongst all the classes and it may cause them by having difficulties 
to meet their payment obligation. Due to limited space, the authors cannot afford to include data 
visualization in this article. 

3.2 Imbalanced Classification Treatment  

Imbalanced classification frequently leads to building a bias prediction model, where it produces 
poor performance on the minority class. Thus, it is vital to resolve this issue prior to model building.  
Before down-sampling was applied, shown in Figure 2, it was found that imbalanced classification 
existed in the dataset whereby only 11% which were 1,727 out of 15,090 observations were having 
payment difficulties whilst the remaining of 13,363 (88.6%) not have payment difficulties. 
Aforementioned, after down-sampling was applied to the train dataset, the TARGET variable was 
equally distributed with 1,727 observations in each class.   

           

Figure 1 : Pie Chart of Loan Default Distribution (before and after down-sampling) 

 

3.3 Random Forest for Model Building  

Random forest model was built using the train dataset with three mtry and 1,500 ntree. Confusion 

matrix was used to predict whether the customers have payment difficulties or not. Table 1 shows 

the result of confusion matrix for random forest model by using test dataset.  
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Table 1 : Confusion matrix for Random Forest model and XGBoost Model  

  Random Forest XGBoost 

  Predicted 

  1 0 1 0 

Actual 
1 459 280 487 252 

0 308 431 313 426 

 

As a result, 459 observations of the positive class were accurately predicted where both actual and 

predicted outcomes of customers having payment difficulties. Besides, 431 observations of the 

negative class were accurately predicted by the model of having both actual and predicted outcome 

of customers did not have payment difficulties. However, the model incorrectly predicted 280 

observations of the positive class as it has classified those customers into outcome did not have 

payment difficulties, whilst 308 observations of the negative class was falsely classified into 

customers have payment difficulties. Comprehensively, the random forest model was able to predict 

60.22% of the observations correctly. As mentioned by [19], the accuracy rate obtained was not far 

off from the accuracy that was documented in the study, where they utilized the same dataset to build 

random forest model.  

3.4 XGBoost for Model Building  

Extreme Gradient Boosting (XGBoost) model is different from random forest since it has more 

parameters that can be tuned by the users. Table 1 is the confusion matrix for XGBoost model by 

using test dataset.  There are 487 observations of the positive class were accurately predicted for the 

customers have payment difficulties. However, the model was able to predict accurately of 426 

observations of customers did not have payment difficulties, for instances, the negative class was 
lower as compared to random forest model. In other hand, there are 252 observations were 

inaccurately predicted by the model in the positive class was wrongly predicted as good customers. 

In contrary, 313 of the customers who did not have payment difficulties were falsely classified as bad 

customers by the model, which was higher than that predicted by random forest model. According to 

[7], false positive is more favourable as compared to false negative as misclassification of bad 

customers would incur more loss to the financial institutions. Inclusively, the XGBoost model was 

able to achieve higher accuracy rate of 61.77% as compared to random forest model.  
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3.5 Model Comparison and Assessment Results  

Table 2 : Model Comparison and Assessment for Random Forest Model and XGBoost Model  

 Random Forest XGBoost 

Accuracy 60.22% 61.77% 

Precision 59.84% 60.88% 

Recall 62.11% 65.90% 

FI-Score 60.96% 63.29% 

 

Table 2 shows the result of the model comparison between random forest and XGBoost. Generally, it 

shows that XGBoost was able to produce a predictive model with better performance in predicting 

the defaulted loans than random forest model. It is because XGBoost is able to produce higher 

accuracy rate of 61.77% compared to random forest model with 60.22%. While, for precision it can 
be seen that XGBoost was produced slightly higher for the positive class with 60.88% as compared 

to random forest. Next, XGBoost is outperformed compared to random forest as the recall rate and 

F1-Score rate is higher with 65.90% and 63.29%, respectively. Besides those rate, Receiver Operating 

Characteristics (ROC) curve of the two models as well as Area Under the Curve (AUC) value are 

executed. Figure 2 and Table 3 are the results of these method to examine the model performance.   

 

 

Figure 2 : ROC Curve of Random Forest Model and XGBoost Model  
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Table 3 : Area Under Curve of Random Forest Model and XGBoost Model   

 Random Forest XGBoost 

AUC 0.6581 0.6709 

 

Based on ROC, it resulted that the ROC of the random forest model was closer to the baseline as 

compared to the ROC of the XGBoost model. Whilst, the AUC value for XGBoost model is high by 1.28% 

from 0.6709 compared to the AUC for random forest model. Based on all criteria taken, it can be 

decided that XGBoost has better performance in predicting the model or the case study.  

3.6 Feature Importance Analysis 

Since, the XGBoost is the outperformed as compared to random forest model. All the variables in 

XGBoost were used in determining the influential contributing factors in the default of loan 

repayment. Based on result in Figure 3, there are 10 most importance features to predict the loan 

repayment in the XGBoost model. The most important feature is length of service with the Gain value 

of more than 0.25, followed by credit amount of the loan and also name education type, also the 

information on the customers’ previous loan. It worth to highlight that the customers’ demographic 

profile such as the duration of customers current employment and their highest education were 

ranked amongst the most important features in the model. Due to that, it is proven that the 

customers’ demographic information was useful in determining the customers’ ability to repay their 

loan.  

 

Figure 3 : Bar Chart of Feature Importance 

4 CONCLUSION 

The researchers and financial institutions have explored a lot of machine learning algorithms that 
enable to produce predictive models with improved performance, especially in risk management. In 
addition, this study used random forest and XGBoost to determine the best model in predicting the 
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defaulted loans. Down-sampling used in this study helped to reduce the number of observations in 
the majority class so that it equates the number of observations in the minority class by randomly 
choosing the observations and avoiding from being biased. Thus, XGBoost is identified as a better 
performance in predicting the defaulted loans rather than random forest model. It is because, it was 
found to have good accuracy, precision, recall, F1-score and ROC as well as AUC compared to random 
forest. In addition, the gain matrix shows that demographic profile such as the customers’ length of 
service with their current employer, level of education as well as their age was influential in 
determining their repayment ability. The findings of the study indicated that the predictive models, 
i.e. random forest and XGBoost, it was found that XGBoost was able to perform slightly better than 
random forest based on the result of all of the assessment matrices.  It is found that the highest 
accuracy obtained by the best predicting model was 61.77%, with the application of random forest 
as well as XGBoost in predicting the loan default. Moreover, the comparison was done with some 
previous studies conducted by [19] and [20] where they have utilized both logistic regression and 
random forest, using the same loan default dataset. Both of their studies have recorded the same 
result of which logistic outperformed random forest in term of the accuracy where [19] recorded 
69.34% accuracy of logistic against 70.60% recorded by [20]. For random forest model, [20] 
recorded higher accuracy of 68.40%, whilst [19] only managed to obtain a predictive model with 
63.51% accuracy. The result obtained was slightly lower as compared to some findings reported by 
previous researchers which could be due to the application of lesser number of observations utilized 
in this study.  Moreover, the programming package and environment constraints are also contributed 
to limitation in handling huge dataset.  Nonetheless, the result obtained was still comparable and not 
very far off than that reported by previous studies.  

It is recommended to the future studies, to explore and assess other models and algorithms using the 
same loan default dataset.  As a result, the improvement on the existing models will be identified by 
considering different parameter tuning as well as feature selection. Moreover, it is recommended to 
explore other programming softwares that able to handle larger dataset such as SAS and python to 
enable more training dataset can be used in training the model. The better model performance can 
be achieved by this way as machine learning algorithm relies on the train dataset.  
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